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1
GRAPHICAL APPLICATION INTEGRATION
WITH MPEG OBJECTS

TECHNICAL FIELD

The present invention relates to computer graphics display
memory systems and methods, and more particularly to pro-
viding a graphical user interface having cached graphical
elements.

BACKGROUND ART

Content providers are experiencing a growth in demand for
interactive applications, such as interactive menus, games,
web browsing, and the like. Each such interactive application
must provide an output that is tailored to the individual
requesting it. This is done by establishing a session between
the content provider and a client device over a data network,
for example the Internet or a cable television system. Further-
more, the audiovisual data for each application is typically
encoded or compressed according to an encoding scheme,
such as MPEG, to reduce the amount of data that must be
transferred. However, encoding audiovisual data for trans-
mission over such a data network is computationally expen-
sive. As the number of requests for interactive sessions grows,
it becomes problematic to both render and encode the output
of a large number of application sessions, each output des-
tined for a different viewer.

It is known in the art to reuse audiovisual content by cach-
ing it. In this way, a frame of video content may be produced
once, and sent to as many client devices as required. However,
many applications generate reusable images that are smaller
than a full frame of video. For example, a menuing applica-
tion may generate a pulsating menu button animation, or a
video game may draw a spaceship image at nearly any loca-
tion on the screen. Prior art systems must re-render and re-
encode these sub-frame images for each video frame pro-
duced. Caching mechanisms cannot be used, because the
encoding process often uses a state-based data compression
system that does not permit insertion of images into an exist-
ing data stream. As rendering and encoding are computation-
ally expensive operations, prior art systems require a large
hardware and software investment to keep up with demand.

SUMMARY OF ILLUSTRATED EMBODIMENTS

To solve the aforementioned problems, various embodi-
ments of the present invention permit caching of encoded or
compressed images that can be composited together with an
audiovisual data source. In particular, for each application
that defines a graphical user interface, various embodiments
insert a small software hook, or shim, between layers in the
application execution environment that intercepts rendering
commands and determines whether the image to be rendered
is already cached in an encoded state. If so, the encoded image
is inserted into the video without being completely decoded
and re-encoded. Slice cutting and slice linking techniques as
separately disclosed herein may be used to accomplish such
an insertion.

Thus, in a first embodiment there is given a method of
providing an image to a client device from an application
execution environment having a layout engine that assembles
graphical components into a graphical user interface screen
for a graphical application, and a rendering library that ren-
ders graphical components into pixels. The method includes
receiving, from the layout engine, one or more paint instruc-
tions having parameters that pertain to a given graphical
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object. Next, the method requires computing a hash value
based on the received one or more paint instructions. There
are two paths, depending on whether the hash value is con-
tained within a cache memory. If so, the method calls for
retrieving, from the cache, encoded audiovisual data that are
uniquely associated with the hash value, and transmitting the
retrieved audiovisual data to the client device. If not, the
method requires several more steps. The first such step is
forwarding the received one or more paint instructions to the
rendering library for rendering the graphical object into pix-
els according to the paint instruction. The second such step is
encoding the rendered pixels into encoded audiovisual data.
The third such step is storing the hash value and the encoded
audiovisual data in the cache, whereby the hash value and the
encoded audiovisual data are uniquely associated. Finally, the
fourth such step is transmitting the encoded audiovisual data
to the client device. Determining that the hash value is con-
tained within the cache may be done by comparing the hash
value to a stored hash value of a cached image that forms part
of an animation.

The client device may be a television, a television set-top
box, a tablet computer, a laptop computer, a desktop com-
puter, or a smartphone. The graphical application may be, for
example, a web browser or a menu interface.

Encoding may include dividing the screen into blocks of
pixels. In one such related embodiment, the method may be
extended, after receiving the painting data and before com-
puting the hash value, by determining the smallest rectangle
consisting of whole blocks of pixels that surrounds the at least
one graphical object; requesting that the layout engine repaint
the smallest surrounding rectangle; and receiving, from the
layout engine, second painting data that include at least one
paint instruction having parameters that reflect the smallest
surrounding rectangle, wherein computing the hash value is
based on the second painting data.

In a separate related embodiment, the method may be
extended by determining the smallest rectangle consisting of
whole blocks of pixels that surrounds the at least one graphi-
cal object; copying current image data into a pixel buffer
having the size and shape of the smallest surrounding rect-
angle; and requesting that the rendering library render the
graphical object into the pixel buffer according to the painting
data, wherein computing the hash value is based on the pixel
data in the pixel buffer.

Sometimes an interactive application will provide a repeat-
ing sequence of images that forms an animation, and images
in the sequence may benefit from other optimizations. For
example, regarding these sequences of images as an anima-
tion allows motion detection to be performed, resulting in
much more efficient inter-encoding (e.g., producing P-frames
and B-frames). This increase in efficiency may manifest as,
for example, a lower bandwidth required to transmit a video
that includes the animation, or a higher quality for the same
bandwidth.

Thus, in a second embodiment there is provided a method
of transmitting, to a client device, images that comprise an
animation. The method requires first receiving a current
image into a computing processor. As with the first method
embodiment, there are two paths. When the current image is
identical to a previously rendered image, the previously ren-
dered image being uniquely associated with an encoded
image in a cache memory, the method concludes by transmit-
ting to the client device the cached, encoded image without
encoding the current image. However, when the current
image is not identical to a previously rendered image, but
shares at least a given minimum percentage of its pixels with
a given, previously rendered image, the method continues
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with a number of additional steps. The first such step is
identifying the current image and the given, previously ren-
dered image as belonging to a common animation. The sec-
ond such step is encoding the current image according to a
predictive encoding scheme. The third such step is storing the
encoded current image in the cache memory. The fourth such
step is transmitting to the client device the encoded current
image.

The predictive encoding scheme may be an MPEG encod-
ing scheme. The previously rendered image may not have
been rendered immediately previously to the current image,
but may be an image rendered earlier. The previously ren-
dered image may be uniquely associated with a predictively
encoded image in the cache memory. This second method
may be extended by computing a hash value for each unique
chain of images that forms an animation, the hash value being
a function of all images in the chain of images and a screen
displacement between two consecutive images in the chain.

On occasion, it is more efficient to form a row of encoded
data by combining currently-displayed visual data with
newly rendered rectangles or animations than it is to re-render
and re-encode an entire screen. Thus, it is necessary to
develop methods for cutting rows of the currently-displayed
data into slices, and methods for combining slices of data
together again to form whole rows.

Therefore, in a third embodiment there is provided a
method of forming two encoded slices from data comprising
a given encoded slice, each encoded slice comprising a
sequence of macroblocks that are encoded according to a
variable length code. This method includes locating, in the
given slice, a location of a macroblock. Then, the method
requires altering a DC luma value or a DC chroma value of the
located macroblock without fully decoding the macroblock
according to the variable length code. The first formed slice
consists of the data of the given slice up to but not including
the altered macroblock, and the second formed slice consists
of'the encoded macroblock and any subsequent encoded mac-
roblocks in the given slice. Altering the DC luma value or the
DC chroma value may be performed through a bit-shifting
operation.

Further, in a fourth embodiment there is provided a method
of combining a first encoded slice and a second encoded slice
to form a third encoded slice, each encoded slice comprising
a sequence of macroblocks that are encoded according to a
variable length code. The method first requires altering a DC
luma value or a DC chroma value in the first macroblock of
the second slice without fully decoding the macroblock
according to the variable length code. The method ends by
concatenating the data of the first slice with the altered mac-
roblock and the undecoded data of the second slice to form the
third encoded slice. As before, altering the DC luma value or
the DC chroma value may be performed through a bit-shifting
operation.

It is contemplated that the invention may be embodied in a
tangible medium on which is stored non-transitory computer
program code for performing any of the above methods.

It is also contemplated that the invention may be embodied
in a system for providing an image to a client device from an
application execution environment having a layout engine
that assembles graphical components into a graphical user
interface screen for a graphical application, and a rendering
library that renders graphical components into pixels. The
system may include a memory. The system may also include
a shim comprising hardware or a combination of hardware
and software that is configured to: receive, from the layout
engine, one or more paint instructions having parameters that
pertain to a given graphical object, compute a hash value
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based on the received one or more paint instructions, and,
when the hash value is not contained within the memory,
forward the received one or more paint instructions to the
rendering library for rendering the graphical object into pix-
els according to the one or more paint instructions. The sys-
tem may also include a controller comprising hardware or a
combination of hardware and software that is configured to:

retrieve, from the memory, encoded audiovisual data that
are uniquely associated with the hash value, and transmit the
retrieved audiovisual data to the client device when the hash
value is contained within the memory; and transmit, to the
client device, encoded audiovisual data comprising a render-
ing of the graphical object into pixels according to the
received one or more paint instructions when the hash value is
not contained within the memory.

The client device may be a television, a television set-top
box, a tablet computer, a laptop computer, a desktop com-
puter, or a smartphone. The graphical application may be, for
example, a web browser or a menu interface. The memory
may store a sequence of images that collectively form an
animation, in which case the controller is further configured
to determine that the hash value is contained within the cache
by comparing the hash valueto a stored hash value ofa cached
image that forms part of the animation. The audiovisual data
may be encoded according to an MPEG encoding scheme.

The system may also include a block-based encoder that is
configured to form two encoded MPEG slices from data
comprising a given encoded MPEG slice, each encoded
MPEG slice comprising a sequence of encoded macroblocks.
Forming the slices may be performed by locating, in the given
MPEG slice, a location of a macroblock that is encoded
according to a variable length code; then decoding the
encoded macroblock according to the variable length code;
then altering a DC luma value in the decoded macroblock;
and finally encoding the altered macroblock according to the
variable length code, wherein the first formed MPEG slice
consists of the data of the given MPEG slice up to but not
including the encoded macroblock, and the second formed
MPEG slice consists of the encoded macroblock and any
subsequent encoded macroblocks in the given MPEG slice.

The system may also include a block-based encoder that is
configured to combine a first encoded MPEG slice and a
second encoded MPEG slice to form a third encoded MPEG
slice, each encoded MPEG slice comprising a sequence of
encoded macroblocks. Combining the slices may be per-
formed by decoding the first macroblock of the second slice
according to a variable length code; then altering a DC luma
value in the decoded macroblock; then encoding the altered
macroblock according to the variable length code; and finally
concatenating the data of the first slice with the encoded
macroblock and the undecoded data of the second slice to
form the third slice.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing features of embodiments will be more
readily understood by reference to the following detailed
description, taken with reference to the accompanying draw-
ings, in which:

FIG. 1is a schematic diagram of a typical system in which
various embodiments of the invention may be used;

FIG. 2 is a block diagram showing functional modules and
data flow in a prior art web browser system;

FIG. 3 is a block diagram showing functional modules and
data flow in accordance with an embodiment of the invention;
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FIG. 4 is a flowchart showing a method of generating an
initial screen for a graphical user interface in accordance with
an embodiment of the invention;

FIGS. 5A-5C collectively comprise a flowchart showing a
method of generating a screen update in accordance with the
embodiment of FIG. 4;

FIGS. 6 A-6D show an exemplary screen area that is being
updated at various stages of the methods of FIGS. 4 and 5;

FIG. 6E shows a pixel buffer relating to the exemplary
screen area of FIG. 6;

FIG. 7 is a flowchart showing a method of detecting an
animation in accordance with an embodiment of the inven-
tion;

FIGS. 8A-8C show a “rolling update” of several rows of
macroblocks;

FIGS. 9A-9E illustrate the concept of slice cutting and slice
linking, as used in accordance with an embodiment of the
invention;

FIG. 10 is a flowchart showing a method of cutting an
MPEG slice in accordance with an embodiment of the inven-
tion;

FIGS.11A-11D show the effects of slice cutting at the level
of slice data;

FIG. 12 is a flowchart showing a method of linking MPEG
slices in accordance with an embodiment of the invention;
and

FIGS. 13 A-13D show the effects of slice linking at the level
of slice data.

DETAILED DESCRIPTION OF SPECIFIC
EMBODIMENTS

Definitions

As used in this description and the accompanying claims,
the following terms shall have the meanings indicated, unless
the context otherwise requires:

The term “application” refers to an executable program, or
a listing of instructions for execution, that defines a graphical
user interface (“GUI”) for display on a display device. An
application may be written in a declarative language such as
HTML or CSS, a procedural language such as C, JavaScript,
or Perl, any other computer programming language, or a
combination of languages.

A “rectangle” is a rectangular area on a screen of the
display device. The screen area may in fact reside within a
window in a windowed user interface.

A rectangle is “clean” if its contents match what is cur-
rently being output to the display device, and “dirty” if its
contents do not match what is currently being output.

A “layout engine” is a computing service that is used to
convert a document into graphical objects placed on a display
screen. For example, Trident, WebKit, and Gecko are soft-
ware layout engines that convert web pages into a collection
of'graphical objects (text strings, images, and so on) arranged,
according to various instructions, within a page display area
of'aweb browser. The instructions may be static, as in the case
of parts of HTML, or dynamic, as in the case of JavaScript or
other scripting languages, and the instructions may change as
a function of user input. Trident is developed by Microsoft
Corporation and used by the Internet Explorer web browser;
WebKit is developed by a consortium including Apple,
Nokia, Google and others, and is used by the Google Chrome
and Apple Safari web browsers; Gecko is developed by the
Mozilla Foundation, and is used by the Firefox web browser.

A “rendering library” is a computing service that is used by
a layout engine to convert graphical objects into images.
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Graphical objects include, without limitation, alphanumeric
symbols, shapes such as circles and rectangles, and images
defined according to an image format such as GIF or JPEG.
For example, Cairo is a software rendering library that con-
verts two-dimensional objects defined using vector graphics
into either pixel data or into drawing commands for underly-
ing graphical systems such as X Windows, the Windows
32-bit graphics device interface, or OpenGL. Cairo is devel-
oped by Carl Worth of Intel Corporation, Behdad Esfahbod of
Google (Waterloo, Canada), and a host of others.

A “pixel buffer” is a data buffer used to temporarily store
the pixel data of a screen rectangle.

A “pixel hash” is a hash value that is calculated over all
pixels in a pixel buffer.

A “repaint request” is a request from a controller to a layout
engine to repaint the contents of a rectangle for output.
Repaint requests may be used to “clean” a dirty rectangle.

A “graphical object” is a collection of data that permits a
shape to be drawn on a display. For example, a graphical
object that represents a square may include data pertaining to
coordinates of the square’s vertices, a line thickness, a line
color, and so on. A graphical object that represents a text
character may include data pertaining to a font name, a letter
height, a color, a font weight, and so on. A graphical object
may contain other graphical objects; for example, a text string
may include a number of letters.

A “paint instruction” is an instruction from the layout
engine to a rendering library to generate pixel data, in a pixel
buffer, that relates to a given graphical object.

A “paint hash” is a hash value that is calculated as a func-
tion of a sequence of paint instructions that are generated to
repaint a rectangle’s content, including their parameters (or
certain appropriately chosen representations of their param-
eters).

An “MPEG fragment” is one or more MPEG-encoded
macroblocks, as disclosed in U.S. patent application Ser. No.
12/443,571, filed Oct. 1, 2007, the contents of which are
incorporated by reference in their entirety.

“Audiovisual data” are data that represent audio, video, or
a combination of audio and video.

An “animation” is a repeating sequence of individual
images.

A “slice”, in the context of video encoding and especially
in the context of a H.264/MPEG-4 encoding format, is a
group of one or more horizontally contiguous macroblocks,
in raster order, that can be encoded independently from other
slices according to the encoding format.

FIG. 1is a schematic diagram of a typical system in which
various embodiments of the invention may be used. These
embodiments transmit streaming audiovisual data to a variety
of client devices for playback, including a smart television,
cable set top box, or a desktop computer in house 11, a tablet
computer 12, a laptop computer 13, and a smartphone 14. The
audiovisual data are typically streamed from an operator hea-
dend 15. The operator may obtain content via a public data
network, shown here as the Internet 16, from a content pro-
vider, shown here as a web server 17. The operator also may
obtain the content from an operator-controlled web server via
a private data network.

The operator headend 15 is connected to each of the vari-
ous client devices via a gateway. Thus, the headend is con-
nected to house 11 through a cable gateway 151, which may
be, for example, a cable modem termination system for ter-
minating a cable system 1511. The headend is connected to
the tablet computer 12 via a wireless gateway 152, such as an
antenna, that transmits and receives on a wireless data net-
work 1521. The headend is connected to the laptop computer
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13 via a wired network gateway 153, such as a router, that uses
a wired data network 1531. And the headend is connected to
the smartphone 14 via a cellular network gateway 154 that
uses a cellular telephone network 1541. Similarly, the head-
end is connected to the Internet 16 via a network gateway 155
(which typically includes a firewall, as indicated, to prevent
unauthorized access). The headend may be connected to other
client devices known in the art using similar, ordinary means.

All of these gateways are connected, typically via one or
more firewalls or data routing devices (not shown), to a cen-
tral headend data network 150. Also connected to the central
network are various other useful headend systems, such as an
administrative system 156 and media storage server 157.
Various embodiments of the invention are particularly
directed to the creation and use of transcoders and image
scalers 158, and application engine and session manager 159.
These functional components are described in more detail in
connection with FIGS. 3-6 below. The administrative func-
tions 157, media storage 157, transcoders and scalers 158,
and application engine and session manager 159 may be
implemented in software and/or hardware using general pur-
pose computers or special-purpose computing systems. It
will be appreciated that any or all of these components may be
implemented in parallel to handle large numbers of concur-
rent users. Thus, for example, a given headend 15 may
execute a plurality of transcoder instances, scaler instances,
and/or application engine instances at any given time. More-
over, these instances need not be executed within one physical
premises, but may be distributed as required by the service
provider.

Transcoders may be used to re-encode data from a first data
format (such as a broadcast format or storage format) into a
second data format (such as a data streaming format). Scalers
may be used to dynamically resize video streams, for example
to provide a “mosaic” of multiple video streams on a single
display. An application engine may be used to run an appli-
cation having a graphical user interface, such as an HTML
page or a web browser, in a user session with a particular
client device. Such user sessions may be managed by the
session manager.

Typically, a client device forms a data connection to the
operator headend and requests a particular interactive service,
such as amenuing interface or a web browser. In response, the
headend requests a new session from the session manager,
and allocates an application engine associated with the
requested service. If the particular service requires transcod-
ing or scaling, the session manager will also allocate these
resources. The application engine communicates with the
client device, and requests transcoding and scaling operations
(as well as access to administrative functions 156 such as
billing, and stored media 157) to provide an enjoyable inter-
active experience to a user of the client device. When the
service is terminated, either by the headend or the client
device, the session manager frees up the allocated resources.
In accordance with these processes, many thousands of client
devices may be simultaneously supported.

For purposes of illustration, and not by way of limitation,
one service that may be requested is web browsing. FIG. 2 is
ablock diagram showing functional modules and data flow in
a prior art web browser system having a remote browser
engine. In this system, a client device 20, such as a cable set
top box, is coupled to an input device, such as video keyboard
21, and a display device, such as monitor 22. It will be under-
stood that these components are shown separately for clarity,
but they may be integrated into a single form factor, such as a
tablet computer or other computing device.
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The input device 21 transmits a request for a web page
through the client device 20 to a remote browser 23. The
remote browser includes four components: a layout engine
231, one or more rendering libraries 232, a pixel buffer 233,
and a block-based streaming data encoder 234. The layout
engine receives the request and downloads the linked content.
This content must be rendered, and when the layout engine
wishes to render a graphical object, such as a text string or an
image file, it issues one or more paint instructions to a ren-
dering library 232 using an application programming inter-
face (API) for the library. The rendering library then renders
the graphical object into a pixel buffer 233 at a location
determined by the layout engine.

File formats for encoded image data may be recognized by
humans using a (e.g. three or four letter) filename extension
such as GIF or JPEG. However, often these extensions are
incorrect, so the layout engine may resort to reading a “magic
number” inside the file itself at industry-standard byte offsets.
Such magic numbers are well known in the art, and their
careful management across the industry permits unambigu-
ous identification of file formats by the application execution
environment. Correct identification of the file format for an
image graphical object permits the layout engine to invoke the
proper rendering library 232 to draw its encoded data.

Once the pixel data have been drawn into the pixel buffer
233, the block-based encoder 234 receives blocks of pixels
from the buffer and encodes them according to an encoding.
Encodings are used to compress the data for transmission, as
it is often the case that data transmission capabilities between
the remote browser and the client device are limited. One
encoding used in the art is the MPEG encoding, although it
will be understood that the scope of the invention is not
limited only to MPEG. Once the pixel data are encoded, they
are transmitted from the remote browser 23 to the client
device 20, where they are decoded and displayed on the
display 22.

Interactive behavior typically is controlled from the client
device as part of a session established between the client
device and the remote browser. Further input received from
the client device, such as a repeated key press or a held key on
a remote control or a keyboard, causes the layout engine to
execute any application logic (e.g., JavaScript). If the appli-
cation logic requires the screen output to change in response
to this interactive input, as it often does, the process may
begin again as if a new page request (or update request) were
received, thereby causing a modified pixel buffer to be
encoded and sent to the client device.

Screen Updates

FIG. 3 is a block diagram showing functional modules and
data flow in accordance with an embodiment of the invention.
As can be seen, the application engine 159 of this embodi-
ment, also referred to as the application execution environ-
ment, differs substantially from the remote browser of FIG. 2.
Some of the components of the remote browser 23 (i.e., the
layout engine 231, rendering library 232, pixel buffer 233,
and block-based encoder 234) operate as described above in
connection with FIG. 2. However, the application engine 159
adds a controller 1591, a data cache 1592, and a “‘shim” 1593,
that cooperate to perform novel functionality as described
below. Therefore, the application engine leverages the func-
tions of the remote browser components 231-234 without
modifying them. Because of this design, when newer and
improved versions of remote browser components are
released by third party developers, this embodiment advan-
tageously may be adapted to integrate with the new compo-
nents without requiring substantial modification.
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The controller 1591 is responsible for controlling and opti-
mizing the encoding of portions of the graphical user inter-
face of an application. For purposes of concreteness, the
application execution environment described herein provides
a web browser, but the invention may be used with other
application engines having modules that interact via an APIL.
The controller receives service requests from a client device
20 and returns encoded audiovisual data.

The controller is coupled to a data cache 1592. This cache
stores encoded audiovisual data that may be decoded by the
client device 20 for display on a display device 22. For
example, and not by way of limitation, the audiovisual data
may be encoded according to an MPEG standard. The cached
data may include either full frame, intracoded data (I-frames),
intercoded data (P-frames, or B-frames) or MPEG fragments
as disclosed in U.S. patent application Ser. No. 12/443,571. 1t
will be appreciated that the data cache 1592 may be shared
between application engine instances, so that it may be
accessed by any number of controllers.

A shim 1593 is a software mechanism that is interposed
between the layout engine 231 and the rendering library 232.
As described above in connection with FIG. 2, a prior art
layout engine sends paint instructions to a rendering library
according to the library’s API. However, in accordance with
the embodiment shown in FIG. 3, the shim intercepts these
instructions and processes them. The shim passes some
instructions through to the rendering library automatically, so
that the instructions appear to have been issued by the layout
engine. For example, if the paint instruction modifies a state
in the library (e.g., instructs the library to use a particular
coordinate system), or obtains information from the render-
ing library, then the shim forwards the instruction and returns
any response to the layout engine. However, the shim may or
may not forward certain other paint instructions to the ren-
dering library, such as rendering instructions, depending on
whether it is in a ‘forwarding’ state or a ‘non-forwarding’
state. The controller instructs the shim as to which of these
two states it should have, as described below. By avoiding
unnecessary rendering, the shim advantageously saves pro-
cessing time and memory.

The operation of the embodiment of FIG. 3 is now
explained in more detail with reference to FIGS. 4, 5, and 6.
FIG. 4 is a flowchart showing a method of generating an
initial screen for a graphical user interface in accordance with
an embodiment of the invention. FIGS. 5A-5C collectively
comprise a flowchart showing a method of generating a
screen update. FIGS. 6A-6D show various screen areas
affected by these methods, and FIG. 6E shows an exemplary
pixel buffer.

With reference to FIG. 4, a method to generate an initial
screen for a client device begin in process 40, in which the
controller receives a page request from the client device. This
request may be generated, for example, when an individual
presses a button on remote control 21, thereby activating the
requested application. In process 41, the layout engine (hav-
ing performed any necessary preprocessing such as retrieving
HTML data associated with a URL) determines and positions
graphical objects according to methods known in the art.
After the data are properly positioned based on their dimen-
sions and other factors, they are rendered in process 42, in
which the layout engine requests rendering from one or more
rendering libraries. In process 43, the initial pixel buffer data
are populated with the drawing outputs of the one or more
rendering libraries. In process 44, the pixel buffer data are
encoded according to an audiovisual encoding scheme. As
known in the art, this scheme may be a block-based encoding
scheme such as MPEG. In process 45, the encoded data are
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sent to the client device 20 for eventual display on display
device 22. An example of an initial screen generated as a
result of this method is shown in FIG. 6A.

A method of providing a screen update to a client device
begins in FIG. 5A. This method may be triggered when an
individual activates a control in the graphical user interface
that causes a portion of the screen to be updated. The method
causes only the portion of the screen to be encoded, and a new
image to be transmitted to the client device 20, thereby saving
memory and computing resources in the application engine.
For encoding schemes other than MPEG, the method poten-
tially saves bandwidth between the application engine and the
client device. An example of a screen update request is shown
by comparing FIG. 6A to FIG. 6B. FIG. 6A represent an
initial screen prompting an individual to choose between
tomatoes and potatoes. FIG. 6B represents the desired output
othighlighting a button around the “potatoes” element. High-
lighting the button is a “screen update” that does not require
a full-screen refresh.

The screen update method begins in process 50, in which
the application engine receives a screen update request from
the client device. Upon receiving the user input, the controller
passes it to the layout engine. In process 51, the layout engine
creates and returns to the controller a list of dirty rectangles;
i.e., rectangular areas of the screen that must be repainted
(redrawn) in response to the request. FIG. 6C shows an
example of such a dirty rectangle that corresponds to the
button of FIG. 6B. This dirty rectangle is the smallest rect-
angle that may be drawn completely around the affected
button. The size and location of dirty rectangles may be
determined in accordance with methods known in the art of
layout engines.

In process 52, the controller instructs the shim to prevent
rendering; that is, to enter the ‘non-forwarding’ state. There-
fore, any rendering paint instructions received by the shim
from the layout engine will not be sent to the rendering
library.

In process 53, the controller determines whether any rect-
angles need resizing. This determination is made with knowl-
edge of the size of the blocks of pixels encoded by the block-
based encoder. Thus, if the encoder operates on MPEG
macroblocks that are 16 pixels by 16 pixels (256 pixels in
each block), the controller optionally may determine whether
each dirty rectangle is aligned on 16 pixel boundaries. If a
rectangle is not so aligned, the controller may determine to
resize the dirty rectangles, and proceed to a process 531 in
which the controller snaps the rectangles to pixel block
boundaries. FIG. 6D shows the dirty rectangle of FIG. 6C,
expanded to align with 16 pixel macroblocks. If one or more
rectangles were resized, then the controller modifies the
received repaint request (or creates a new repaint request) in
a process 532, so that the layout engine will cause the proper
screen area to be repainted. Thus, in accordance with these
optional latter two processes 531, 532, the controller deter-
mines the smallest rectangle consisting of macroblocks that
surrounds the graphical object being repainted. In this case,
the repaint request sent to the layout engine reflects this
smallest surrounding rectangle, and the output of the layout
engine will include parameters that reflect the smallest sur-
rounding rectangle. The above processes may be performed
using a pixel buffer provided by the controller and having the
size and shape of the smallest surrounding rectangle, into
which current screen image data have been copied, so that any
newly rendered image will be drawn on top of the current
screen image. Alternately, the above processes may be per-
formed without such a pixel buffer.
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Whether or not the controller determines to resize any
rectangles, in process 54 the layout engine processes the list
of dirty rectangles to produce one or more paint instructions.
These instructions have parameters that indicate how the
instructions should be executed. For example, the parameters
may define the size and coordinates of a dirty rectangle hav-
ing an image to be re-rendered, and they may define proper-
ties of a graphical object, such as a font, weight, and size for
a text string. In prior art systems, these instructions would be
sent from the layout engine 231 directly to the rendering
library 232, but in accordance with this embodiment of the
invention, the shim 1593 instead intercepts the instructions.

Continuing the method in FIG. 5B as indicated, recall that
the shim is in the ‘non-forwarding’ state. Thus, in process 55,
rather than forwarding the instruction to the rendering library,
instead the shim computes a hash value based on the received
painting data. This hash value may be computed using a hash
function known in the art for producing a small number (a
hash) based on a large number according to a computationally
inexpensive algorithm that deterministically distributes hash
values uniformly and approximately randomly across the set
of small output numbers. Because hash values are calculated
deterministically, applying the function to the same input
twice will yield the same output both times. Because hash
values are distributed approximately randomly, applying the
function to different inputs will yield different outputs in all
but a vanishing number of cases. Thus, hash values are small
numbers that may be used to discriminate between large data
sets without requiring expensive comparison of the large data
sets themselves.

The hash value may be calculated based on the painting
data received by the shim, and especially the parameters of at
least one paint instruction. In one embodiment, pixel data
pertaining to a graphical object are used to produce the hash
value. In another embodiment, the hash is calculated as a
function of a series of incremental paint instructions that
pertain to a particular rectangle. Other variations are contem-
plated, so long as the hash function is applied uniformly to
paint instructions that would result in identical output graph-
ics. Thus, if multiple users of the same menuing interface,
accessing the menu at different times, request identical
behaviors of the interface, then the same hash value is pro-
duced for both users. This is true even if the two users access
different application engine instances, and even if some of the
parameters (such as a session identifier) are different. More-
over, such identical output graphics could occur at different
locations on the screen. For example, a menu button may be
rendered at different locations in different menu screens, but
otherwise appear identical.

In process 56, the shim transmits the hash value to the
controller. The controller 1591 then consults the cache 1592
using the received hash value to determine whether there is an
associated entry in the cache. If the data are determined to be
in the cache in process 57, then in process 571 the controller
immediately retrieves the encoded audiovisual data from the
cache, and in process 572 the controller transmits the
retrieved data to the client device. Because MPEG does not
allow a system to send encoded images that represent less
than a full frame to a client device, and because the encoded
audiovisual data may represent less than a full frame, the
encoded data may be stitched or composited into other
encoded data to form a full frame prior to transmission, in
accordance with methods known in the art. In process 573, the
controller instructs the shim to discard the paint instruction it
received from the layout engine, as it is no longer needed.

Thus, if the data are already cached, no further rendering or
encoding is necessary to deliver the content to the client
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device that requested it. If, however, in process 57 the data are
determined not to be in the cache, then they must be rendered
and encoded. In this case, in process 58 the controller
instructs the shim to permit painting (that is, to enter the
‘forwarding’ state), and in process 59 the controller resends
the previous repaint request to the layout engine. At this point,
the controller also temporarily stores the received hash value
for later use as described below.

Continuing the process in FIG. 5C as indicated, in process
510 the layout engine resends the repaint request to the shim.
Unlike previously, the shim now has been configured to for-
ward the received paint instruction to the rendering library,
which it does in process 511. This pass-through effect may be
accomplished using the rendering library API in the same
manner as the layout engine would if the shim were not
present. In process 512, the rendering library creates a pixel
buffer having the appropriate pixel data. For example, FIG.
6F shows a pixel buffer associated with the (expanded) dirty
rectangle of FIG. 6D. In FIG. 6E, the word “potatoes™ is
visible along with the button around it. Therefore, this rect-
angle corresponds to the pixel data (of FIG. 6B) that must be
encoded by the encoder.

Atthis point in the process, an optional animation detection
method may be invoked. The purpose of the optional method
is to determine whether any optimizations may be madeto the
encoding process. This optional method is described below in
connection with FIG. 7.

Inprocess 513, the encoder encodes the rendered pixel data
in the pixel bufter to form encoded audiovisual data. Process
513 may be performed according to methods known in the art,
or it may be performed according to methods described in
further detail below in connection with detecting and encod-
ing animations, and/or performing slice linking and cutting.
In process 514, the controller receives the encoded pixel data
and stores it in the screen update cache 1592. These encoded
data are stored in unique association with the hash value
previously received by the controller in process 56. Thus, if a
future screen update request causes the shim 1593 to generate
an identical hash value, the encoded data will be available in
the cache for immediate retrieval. Next, in process 515, the
encoded pixel data are formed into an audiovisual data
stream. This process may include generating a continuous
stream of frames according to a fixed number of frames per
second, in accordance with an industry encoding standard
such as MPEG. During this process, any number (zero or
more) MPEG fragments may be combined with output from
ascaled and/or transcoded input video stream to form the final
encoded audiovisual data stream. Finally, in process 516 the
controller transmits the encoded audiovisual data stream to
the client device. Advantageously, this method does not
require an MPEG motion search on the entire displayed
screen, but only the “dirty” rectangle that is being updated.
The method therefore requires less processing power than in
the prior art.

The above method may be modified as follows. In process
58, the shim receives a command from the controller to permit
painting. The purpose of this command is to permit the sys-
tem to render the received painting data. However, these
painting data already are stored in the shim. Therefore, in an
alternate embodiment, rather than executing processes 59,
510, and 511 (which collectively require a further repaint
request being issued to the layout engine), the shim may
forward the painting data directly to the rendering library in
process 58 upon receiving notification that there was a cache
“miss”.

The above method also may be modified in a different
manner. Some paint instructions read back pixel information
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from the pixel buffer used by the rendering library. However,
the pixel buffer may include incorrect data (i.e., data of a
previously rendered image) if the controller and shim
bypassed the previous paint instruction because the image
was found in the cache. In this case, the cached image may be
retrieved, and the shim may either simulate the effect of the
paint instruction directly, or update the state of the rendering
library to use the retrieved, cached image and then pass the
paint instruction to the library for execution. The information
read from the pixel buffer might also be cached for later
retrieval if a similar sequence of paint commands is issued.
Detecting Animations

According to the embodiments described above, each
image is individually compressed in isolation; for example,
the images may be compressed using MPEG intra-encoding.
However, sometimes an application will provide a repeating
sequence of images that forms an animation, and images in
the sequence may benefit from other optimizations. For
example, regarding these sequences of images as an anima-
tion allows motion detection to be performed, resulting in
much more efficient inter-encoding (e.g., producing P-frames
and B-frames). This increase in efficiency may manifest as,
for example, a lower bandwidth required to transmit a video
that includes the animation, or a higher quality for the same
bandwidth.

FIG. 7 is a flowchart showing a method of detecting an
animation in accordance with an embodiment of the inven-
tion. The method may be applied for any given screen update
during or just before process 513 (in which the encoder
encodes the frame pixel data).

The method begins with process 70, in which the controller
compares the current rendered image with a previously ren-
dered image to determine screen area overlap. The locations
and sizes of the two images, but not necessarily their content,
are compared to determine a percentage overlap in their
respective pixel “surface area”. For example, a 50x100 pixel
image having upper left coordinate (100,100) and a 50x100
pixel image having upper left coordinate (105,95) have an
overlap of 45x95 pixels, or a percentage surface area overlap
of 4275/5000=85.5%. A sequence of screen updates for a
flashing button, or a graphical object that is simply changing
color, will have rectangles that do not change position on the
screen, and will therefore have 100% screen area overlap. The
controller stores a list including coordinates of previously
rendered rectangles for this purpose. Because such a list
includes only coordinate data, it may include data pertaining
to a large number of previously rendered frames; therefore,
the two images being compared need not be in consecutively
rendered frames.

In process 71, a choice is made depending on whether the
percentage overlap is substantial, as defined by a given mini-
mum percentage. For illustrative purposes, and not by way of
limitation, the minimum percentage may be 50%, so that two
rectangles that share at least half of their pixel coordinates in
common are considered to contain images that are part of a
single animation. If there is not a substantial overlap, then in
process 711 the controller determines whether there are any
other previously rendered images in the list against which to
compare the current image. If so, the method restarts at pro-
cess 70 using a different previously rendered image, but if not,
then the method ends.

However, if there is substantial overlap between the two
compared image coordinates, then the algorithm concludes
that the images form part of a single animation. To prevent
loops, in process 72 a choice is made depending on whether
the currently rendered image is identical to a first image in a
previously-rendered chain of overlapping images. Rather
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than comparing the image pixel data directly, the hash values
of'the two images may be compared for improved efficiency.
If the hash values are equal, then the current image is the first
image of the animation cycle, and it does not need to be
re-encoded. Thus, in process 721 the cached, encoded image
is transmitted and the method ends.

If the image was not previously animated, then in process
73 the current image is intra-encoded. Further images that are
determined to belong to the same animation chain are subse-
quently inter-encoded with respect to the previous image in
the animation. Once the controller has determined that an
animation is ongoing, new images generated by an applica-
tion are checked against corresponding images, in sequence,
in the stored animation. In case the current image does not
match the corresponding stored image, a new animation
sequence is started, and the first image in the sequence is
intra-coded.

In accordance with the above discussion, an animation
starts with intra-coded macroblocks, and subsequent images
are generated as predictive macroblocks (P or B). It is some-
times the case that an animation starts at an intermediate
image thathas been predictively encoded, rather than the first,
intra-coded image. Such an animation has a unique encoder
history, so it needs to be identified as a different object in the
cache. In particular, it has a different hash value than an
animation that begins with the “first” image in the chain.
Therefore, each chain of images in an animation is assigned a
unique hash, calculated over the pixels of all individual
images that are part of the chain. The displacement on the
screen between images is also included in the hash calcula-
tion.

Slice Cutting and Slice Linking

By way of background to inform another aspect of the
invention, it is known in prior art MPEG systems to perform
aperiodic refresh of a screen by providing, to a client device,
an entirely intra-coded frame (I-frame) of image data. Such
refreshes eliminate screen artifacts caused by errors in the
transmission of audiovisual data. However, intra-coded
frames (I-frames) encode all pixel data in the image, and
therefore require the use of more data than inter-coded frames
(e.g. P-frames and B-frames) that merely encode the differ-
ences between successive images. I-frame transmissions
therefore use more bandwidth than predictively coded frame
transmissions. Moreover, they must be transmitted on a regu-
lar basis, or accumulating screen artifacts will eventually
degrade the displayed image beyond usefulness.

Typically the high peak bitrate of an I-frame is handled by
large buffers in the client, however this is detrimental for
latency sensitive applications such as the interactive TV ser-
vices that are the subject of the present invention. As a result
of'this problem, it is known to spread out the bitrate of a single
I-frame across multiple transmitted frames by using a “rolling
update”. In a rolling update, sometimes also called a “curtain
refresh”, each consecutive frame updates a portion of the
screen area using intra-encoded macroblocks. For example,
each consecutive frame may update two or more rows of
macroblocks, starting from the middle of the screen and pro-
gressing upwards and downwards simultaneously. The
advantage to this type of refresh is that a rolling update
distributes the large, intra-encoded macroblocks over mul-
tiple frames. As a result, the bitrate is slightly elevated over
multiple frames, instead of spiking as it would if all intra-
encoded data were transmitted in a single frame. An alterna-
tive method of handling bitrate spikes by encoding I-frames at
a very low bitrate, known as “I-frame pumping”, is known in
the art but not discussed further herein.
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An example of a vertical rolling update is shown graphi-
cally in FIGS. 8A-8C. The example screen here consists of 10
rows of macroblocks, where each macroblock is a square of
pixels. Rows having a right-slanted appearance represent pre-
dictively encoded image data from before a screen update,
rows that are unshaded represent intra-encoded rows used in
the rolling update, and rows having a left-slanted appearance
represent predictively encoded image data having updated
image data.

In FIG. 8A, central rows 5 and 6 are updated with intra-
encoded macroblock data. As is known in the art, rows 5 and
6 may be represented by an intra-encoded MPEG slice (an
I-slice). During this update, rows 1-4 and 7-10 may be
updated with inter-encoded macroblock data pertaining to the
current image (i.e., the image that is in the process of being
replaced). Thus, each of these other rows may be represented
by aP-slice ora B-slice. In FIG. 8B, rows 5 and 6 are updated
with data (a P-slice or a B-slice) pertaining to the updated
image, while rows 4 and 7 are updated with intra-encoded
data (an I-slice) pertaining to the updated image, and the other
rows are updated with inter-encoded data pertaining to the
current image. In FIG. 8C, rows 3 and 8 are updated with
intra-encoded data, while the other rows are updated with
inter-encoded data. This process continues until each row has
received intra-encoded macroblock data. It should be noted
that newly refreshed slices can only perform motion search-
ing and prediction within the refreshed screen area, and can-
not refer to the non-refreshed areas.

One system in accordance with the invention stores screen
objects as intra-encoded macroblocks, called “MPEG frag-
ments”. To generate I-frames or intra-refresh rows based
upon stored MPEG fragments, slices of one or more rows
have to be cut and linked. The cutting and linking methods
described below may be used during active periods where
there are many screen updates.

The cutting and linking principles are illustrated with ref-
erence to FIGS. 9A and 9B. FIG. 9A represents a “current
image” displayed on a screen that is 14 rows of macroblocks
in height and 24 columns of macroblocks (only the rows are
marked). Thus, if a macroblock is a square 16 pixels on a side,
this screen has a resolution of 384 by 224 pixels. FIG. 9B
shows an “updated image” on the same screen, obtained by
performing a screen update in accordance with an embodi-
ment of the invention, has caused a rectangle 91 to be dis-
played. Rectangle 91 is five rows tall and 10 rows wide.

A method for integrating the image data of rectangle 91
into the rows of the screen is illustrated using FIGS. 9C-9E.
While these figures show the method as applied to only one
row of macroblocks, it should be understood that this method
must be repeated for each row of macroblocks that is covered
(or partially covered) by rectangle 91. FIG. 9C shows one
full-row slice of the screen 92. Logically superimposed on
this slice is a slice 91a of MPEG fragments that represents a
single row of macroblocks of the rectangle 91. To insert slice
91a into the row, the slice 92 is cut using a slice cutting
method to form two partial-row slices 92a, 9256 as shown in
FIG. 9D. The slice cutting method is described in more detail
below in connection with FIGS. 10 and 11. Note that the three
slices 92a, 91a, 925 together form 24 macroblocks; that is,
when placed side-by-side, they have the width of a single row.
However, they do not yet form a single slice. While the MPEG
standard permits a row of macroblocks to be described by
multiple slices, some display devices place a limit on the
number of slices that may be used in a given frame (or the
number of slices per second). In some extreme cases, a given
frame of data may only permit as many slices as there are rows
of macroblocks. Therefore, to account for such limitations,
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these three slices (or any two adjacent slices) may be linked to
form a single slice, as shown in FIG. 9E. Slice linking is
performed according to a slice linking method, described in
more detail in connection with FIGS. 12 and 13.

Slice cutting is a procedure that is required to perform an
intra-refresh of the entire screen, built up of several possibly
overlapping MPEG fragments. To compose the intra-encoded
frame, only the non-obscured macroblocks of fragments are
needed. Consequently, the slices in such fragments are cut.

FIG. 10 is a flowchart showing a method of cutting an
MPEG#4 slice in accordance with an embodiment of the
invention. An MPEG slice includes macroblock image data.
For sake ofterminology, an original slice ‘S’ is cutto form two
slices ‘S1” and ‘S2’, where slice ‘S1” includes those macrob-
locks earlier in the data stream and slice ‘S2’ includes those
macroblocks later in the data stream. It will be understood
that this method may be applied to standards other than
MPEGH4 by appropriate modification.

The method begins with a slice encoded (compressed)
using a variable-length code (VLC) for transmission over a
data network. For example, the slice shown in FIG. 11A is
compressed, as indicated by the slanted lines, and contains 13
macroblocks. An arrow indicates where the slice should be
cut. In process 1001, metadata are added to the slice S, for
example in its elementary stream, as shown in FIG. 11B. In
particular, these metadata pertain at least to the DC context of
each macroblock in the slice. Next, in process 1002, the
location in the compressed data stream of the start of the first
macroblock of the new slice S2 is determined. This may be
done by either VL.C decoding the entire slice, or, if present,
using macroblock pointers in the slice metadata. In process
1003, the found (compressed) macroblock is partially VLC
decoded to produce uncompressed macroblock data, as
shown in FIG. 11C. However, only DC luma and DC chroma
information needs to be decoded; the full image data of the
macroblock should not be decoded in the interest of effi-
ciency. In process 1004, the DC luma and DC chroma infor-
mation is located in the uncompressed data. Locating these
data values may be done using methods known in the art. For
example, in the H.264 standard, this information is stored in
the Intral6x16DCLevel data block. The method only
requires decoding of this information; other image data may
remain compressed. In process 1005, the primary coefficient
of'the DC luma or DC chroma level is patched to match the
DC context of the default slice start context, as shown in FIG.
11C. In this way, the macroblock may act as the first macrob-
lock of an entire slice, namely the new slice S2. Patching may
be accomplished using a bit-shifting operation; that is, the bits
of'the DC luma value or the DC chroma value may be shifted
according to low-level, efficient bit-shifting instructions. In
process 1006, the decoded portions of the patched macrob-
lock are VLC re-encoded, as shown in FIG. 11D. Note that, in
embodiments in which the slice metadata includes pointers to
macroblocks in the compressed data stream, only the data of
the patched macroblock must be VL.C decoded and re-en-
coded; data of the other macroblocks in original slice S (in-
cluding all data of slice S1 and the other macroblocks of'slice
S2) remain undisturbed by the method.

FIG. 12 is a flowchart showing a method of linking MPEG
slices in accordance with an embodiment of the invention.
Screen updates that consist of multiple fragments may result
in more slices per line than can be permitted for certain end
devices, especially for H.264 encodings. The purpose of slice
linking is to reduce the number of slices by linking two or
more slices together. For the sake of simplicity, the process is
described with respect to only two slices; those having ordi-
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nary skill in the art should understand that the process may be
repeated to operate on more than two slices.

This method begins with two VLC-encoded slices S1' and
S2' that must be linked, as shown in FIG. 13A. In process
1201, metadata are added to the slices, as shown in FIG. 13B.
These metadata comprise at least the DC context of the last
macroblock (right-most) of slice S1', the VL.C state of this
macroblock, and the DC context of the first macroblock (left-
most) of the slice S2'. In process 1202, the first macroblock of
slice S2' is partially VL.C decoded using the VLC state of the
last macroblock of slice S1'. As with the method of FIG. 10,
only the Intral6x16DCLevel data block needs to be decoded.
In process 1203, the Intral6x16DCLevel block is obtained
for the first macroblock of slice S2'. In process 1204, the
primary coefficient of this block is patched, using the meta-
data, to match the DC context of the last macroblock of the
slice S1', as shown in FIG. 13C. The VLC tables for the left
row of AC blocks are modified correspondingly. After patch-
ing, in process 1205 the decoded portions of the macroblock
are VLC re-encoded. In process 1206, the compressed data
are concatenated to form a new compressed slice S', as shown
in FIG. 13D. As before, only the data of the patched macrob-
lock must be VLC decoded and re-encoded; all data of slice
S1' and data of the other macroblocks of slice S2' appear
unchanged (and compressed) in the new slice S'.

The embodiments of the invention described above are
intended to be merely exemplary; numerous variations and
modifications will be apparent to those skilled in the art. All
such variations and modifications are intended to be within
the scope of the present invention as defined in any appended
claims. For example, while H.264 stores DC luma and DC
chroma information in a Intral6x16DCLevel data block,
other standards such as MPEG2 and VC-1 store this data
elsewhere; the methods and systems described above may be
modified accordingly.

It should be noted that the logic flow diagrams are used
herein to demonstrate various aspects of the invention, and
should not be construed to limit the present invention to any
particular logic flow or logic implementation. The described
logic may be partitioned into different logic blocks (e.g.,
programs, modules, functions, or subroutines) without
changing the overall results or otherwise departing from the
true scope of the invention. Often times, logic elements may
be added, modified, omitted, performed in a different order, or
implemented using different logic constructs (e.g., logic
gates, looping primitives, conditional logic, and other logic
constructs) without changing the overall results or otherwise
departing from the true scope of the invention.

The present invention may be embodied in many different
forms, including, but in no way limited to, computer program
logic for use with a processor (e.g., a microprocessor, micro-
controller, digital signal processor, or general purpose com-
puter), programmable logic for use with a programmable
logic device (e.g., a Field Programmable Gate Array (FPGA)
orother PLD), discrete components, integrated circuitry (e.g.,
an Application Specific Integrated Circuit (ASIC)), or any
other means including any combination thereof.

Computer program logic implementing all or part of the
functionality previously described herein may be embodied
in various forms, including, but in no way limited to, a source
code form, a computer executable form, and various interme-
diate forms (e.g., forms generated by an assembler, compiler,
linker, or locator). Source code may include a series of com-
puter program instructions implemented in any of various
programming languages (e.g., an object code, an assembly
language, or a high-level language such as Fortran, C, C++,
JAVA, or HTML) for use with various operating systems or
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operating environments. The source code may define and use
various data structures and communication messages. The
source code may be in a computer executable form (e.g., via
an interpreter), or the source code may be converted (e.g., via
a translator, assembler, or compiler) into a computer execut-
able form.

The computer program may be fixed in any form (e.g.,
source code form, computer executable form, or an interme-
diate form) either permanently or transitorily in a tangible
storage medium, such as a semiconductor memory device
(e.g., a RAM, ROM, PROM, EEPROM, or Flash-Program-
mable RAM), a magnetic memory device (e.g., a diskette or
fixed disk), an optical memory device (e.g.,aCD-ROM), aPC
card (e.g., PCMCIA card), or other memory device. The
computer program may be fixed in any form in a signal that is
transmittable to a computer using any of various communi-
cation technologies, including, but in no way limited to, ana-
log technologies, digital technologies, optical technologies,
wireless technologies (e.g., Bluetooth), networking technolo-
gies, and internetworking technologies. The computer pro-
gram may be distributed in any form as a removable storage
medium with accompanying printed or electronic documen-
tation (e.g., shrink wrapped software), preloaded with a com-
puter system (e.g., on system ROM or fixed disk), or distrib-
uted from a server or electronic bulletin board over the
communication system (e.g., the Internet or World Wide
Web).

Hardware logic (including programmable logic for use
with a programmable logic device) implementing all or part
of the functionality previously described herein may be
designed using traditional manual methods, or may be
designed, captured, simulated, or documented electronically
using various tools, such as Computer Aided Design (CAD),
ahardware description language (e.g., VHDL or AHDL), or a
PLD programming language (e.g., PALASM, ABEL, or
CUPL).

Programmable logic may be fixed either permanently or
transitorily in a tangible storage medium, such as a semicon-
ductor memory device (e.g., a RAM, ROM, PROM,
EEPROM, or Flash-Programmable RAM), a magnetic
memory device (e.g., a diskette or fixed disk), an optical
memory device (e.g., a CD-ROM), or other memory device.
The programmable logic may be fixed in a signal that is
transmittable to a computer using any of various communi-
cation technologies, including, but in no way limited to, ana-
log technologies, digital technologies, optical technologies,
wireless technologies (e.g., Bluetooth), networking technolo-
gies, and internetworking technologies. The programmable
logic may be distributed as a removable storage medium with
accompanying printed or electronic documentation (e.g.,
shrink wrapped software), preloaded with a computer system
(e.g., on system ROM or fixed disk), or distributed from a
server or electronic bulletin board over the communication
system (e.g., the Internet or World Wide Web).

What is claimed is:

1. A method of providing an image to a client device from
an application execution environment having a layout engine
that assembles graphical components into a graphical user
interface screen for a graphical application, and a rendering
library that renders graphical components into pixels, the
method comprising:

receiving, from the layout engine, one or more paint

instructions having parameters that pertain to a given
graphical object;

computing a hash value based on the received one or more

paint instructions;
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when the hash value is contained within a cache memory,
retrieving, from the cache memory, encoded audiovisual
data that are uniquely associated with the hash value,
and transmitting the retrieved audiovisual data to the
client device; and

when the hash value is not contained within the cache

memory,

forwarding the received one or more paint instructions to
the rendering library for rendering the graphical
object into pixels according to the one or more paint
instructions,

encoding the rendered pixels into encoded audiovisual
data,

storing the hash value and the encoded audiovisual data
in the cache memory, wherein the hash value and the
encoded audiovisual data are uniquely associated,
and

transmitting the encoded audiovisual data to the client
device.

2. The method of claim 1, wherein the client device is one
of the group consisting of: a television, a television set-top
box, a tablet computer, a laptop computer, a desktop com-
puter, and a smartphone.

3. The method according to claim 1, wherein the graphical
application is one of the group consisting of: a web browser
and a menu interface.

4. The method according to claim 1, wherein the encoding
comprises dividing the screen into blocks of pixels, the
method further comprising:

after receiving the one or more paint instructions and

before computing the hash value, determining the small-
est rectangle consisting of whole blocks of pixels that
surrounds the graphical object;

requesting that the layout engine repaint the smallest sur-

rounding rectangle; and

receiving, from the layout engine, painting data that

include at least one paint instruction having parameters
that reflect the smallest surrounding rectangle, wherein
computing the hash value is based on the painting data.

5. The method according to claim 1, further comprising:

determining that the hash value is contained within the

cache memory by comparing the hash value to a stored
hash value of a cached image that forms part of an
animation.

6. A tangible device on which is stored non-transitory
computer program code for providing an image to a client
device from an application execution environment having a
layout engine that assembles graphical components into a
graphical user interface screen for a graphical application,
and a rendering library that renders graphical components
into pixels, the computer program code comprising:

program code for receiving, from the layout engine, one or

more paint instructions having parameters that pertain to
a given graphical object;

program code for computing a hash value based on the

received one or more paint instructions;

program code for retrieving, from a cache memory,

encoded audiovisual data that are uniquely associated
with the hash value, and transmitting the retrieved audio-
visual data to the client device when the hash value is
contained within the cache memory; and

program code for:

forwarding the received one or more paint instructions to
the rendering library for rendering the graphical
object into pixels according to the one or more paint
instructions,
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encoding the rendered pixels into encoded audiovisual
data,

storing the hash value and the encoded audiovisual data
in the cache memory, wherein the hash value and the
encoded audiovisual data are uniquely associated,
and

transmitting the encoded audiovisual data to the client
device, when the hash value is not contained within
the cache memory.

7. The device according to claim 6, wherein the client
device is one of the group consisting of: a television, a tele-
vision set-top box, a tablet computer, a laptop computer, a
desktop computer, and a smartphone.

8. The device according to claim 6, wherein the graphical
application is one of the group consisting of: a web browser
and a menu interface.

9. The device according to claim 6, wherein the program
code for encoding comprises program code for dividing the
screen into blocks of pixels, the computer program code
further comprising:

program code for determining the smallest rectangle con-

sisting of whole blocks of pixels that surrounds the
graphical object after receiving the painting data and
before computing the hash value;

program code for requesting that the layout engine repaint

the smallest surrounding rectangle; and

program code for receiving, from the layout engine, paint-

ing data that include at least one paint instruction having
parameters that reflect the smallest surrounding rect-
angle, wherein computing the hash value is based on the
painting data.

10. The device according to claim 6, further comprising:

program code for determining that the hash value is con-

tained within the cache memory by comparing the hash
value to a stored hash value of a cached image that forms
part of an animation.

11. The device according to claim 6, further comprising:

program code for receiving a current image into a comput-

ing processor;

program code for receiving a previously rendered image

into the computer processor, the previously rendered
image being uniquely associated with an encoded image
in the cache memory;

program code for transmitting to the client device the

cached, encoded image without encoding the current
image when the current image and the previously ren-
dered image are identical; and

program code for:

encoding the current image according to a predictive
encoding scheme,

storing the encoded current image in the cache memory,
and

transmitting to the client device the encoded current
image when the current image and the previously
rendered image are not identical but share at least a
given minimum percentage of their pixels.

12. The device according to claim 11, wherein the predic-
tive encoding scheme is an MPEG encoding scheme.

13. The device according to claim 11, wherein the previ-
ously rendered image was not rendered immediately previ-
ously to the current image.

14. The device according to claim 11, wherein the previ-
ously rendered image is uniquely associated with a predic-
tively encoded image in the cache memory.

15. The device according to claim 11, further comprising
program code for computing a hash value for each unique
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chain of images that forms an animation, the hash value being
a function of all images in the chain of images and a screen
displacement.

16. The device according to claim 6, further comprising
program code for forming two encoded MPEG slices from
data comprising a given encoded MPEG slice, each encoded
MPEG slice comprising a sequence of encoded macro blocks,
the program code comprising:

program code for locating, in the given MPEG slice, a

location of a macro block that is encoded according to a
variable length code;

program code for decoding the encoded macroblock

according to the variable length code;

program code for altering a DC luma value in the decoded

macroblock; and

program code for encoding the altered macroblock accord-

ing to the variable length code,

wherein the first formed MPEG slice consists of the data of

the given MPEG slice up to but not including the
encoded macro block, and the second formed MPEG
slice consists of the encoded macroblock and any sub-
sequent encoded macroblocks in the given MPEG slice.

17. The device according to claim 6, further comprising
program code for combining a first encoded MPEG slice and
a second encoded MPEG slice to form a third encoded MPEG
slice, each encoded MPEG slice comprising a sequence of
encoded macro blocks, the program code comprising:

program code for decoding the first macro block of the

second slice according to a variable length code;
program code for altering a DC luma value in the decoded
macroblock;

program code for encoding the altered macroblock accord-

ing to the variable length code; and

program code for concatenating the data of the first slice

with the encoded macro block and the undecoded data of
the second slice to form the third slice.

18. A system for providing an image to a client device from
an application execution environment having a layout engine
that assembles graphical components into a graphical user
interface screen for a graphical application, and a rendering
library that renders graphical components into pixels, the
system comprising:

amemory;

a shim comprising hardware or a combination of hardware

and software that is configured to:

receive, from the layout engine, one or more paint
instructions having parameters that pertain to a given
graphical object,

compute a hash value based on the received one or more
paint instructions, and

when the hash value is not contained within the memory,
forward the received one or more paint instructions to
the rendering library for rendering the graphical
object into pixels according to the one or more paint
instructions; and

acontroller comprising hardware or a combination of hard-

ware and software that is configured to:
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retrieve, from the memory, encoded audiovisual data
that are uniquely associated with the hash value, and

transmit the retrieved audiovisual data to the client
device when the hash value is contained within the
memory; and

transmit, to the client device, encoded audiovisual data
comprising a rendering of the graphical object into
pixels according to the received one or more paint
instructions when the hash value is not contained
within the memory.

19. The system according to claim 18, wherein the client
device is one of the group consisting of: a television, a tele-
vision set-top box, a tablet computer, a laptop computer, a
desktop computer, and a smartphone.

20. The system according to claim 18, wherein the graphi-
cal application is one of the group consisting of: a web
browser and a menu interface.

21. The system according to claim 18, wherein the memory
stores a sequence of images that collectively form an anima-
tion, and wherein the controller is further configured to deter-
mine that the hash value is contained within the memory by
comparing the hash value to a stored hash value of a cached
image that forms part of the animation.

22. The system according to claim 18, wherein the audio-
visual data are encoded according to an MPEG encoding
scheme.

23. The system according to claim 18, further comprising a
block-based encoder that is configured to form two encoded
MPEG slices from data comprising a given encoded MPEG
slice, each encoded MPEG slice comprising a sequence of
encoded macro blocks, by:

locating, in the given MPEG slice, a location of a macro

block that is encoded according to a variable length
code; decoding the encoded macroblock according to
the variable length code;

altering a DC luma value in the decoded macroblock; and

encoding the altered macroblock according to the variable

length code,

wherein the first formed MPEG slice consists of the data of

the given MPEG slice up to but not including the
encoded macro block, and the second formed MPEG
slice consists of the encoded macroblock and any sub-
sequent encoded macroblocks in the given MPEG slice.

24. The system according to claim 18, further comprising a
block-based encoder that is configured to combine a first
encoded MPEG slice and a second encoded MPEG slice to
form a third encoded MPEG slice, each encoded MPEG slice
comprising a sequence of encoded macroblocks, by:

decoding the first macro block of the second slice accord-

ing to a variable length code;

altering a DC luma value in the decoded macroblock; P

encoding the altered macroblock according to the variable

length code; and

concatenating the data of the first slice with the encoded

macro block and the undecoded data of the second slice
to form the third slice.

#* #* #* #* #*
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